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A neural network and fuzzy rule base hybrid for pattern classification

V. Ravi, H.-J. Zimmermann

Abstract This paper presents a novel hybrid of the two
complimentary technologies of soft computing viz. neural
networks and fuzzy logic to design a fuzzy rule based
pattern classifier for problems with higher dimensional
feature spaces. The neural network component of the
hybrid, which acts as a pre-processor, is designed to take
care of the all-important issue of feature selection. To
circumvent the disadvantages of the popular back propa-
gation algorithm to train the neural network, a meta-
heuristic viz. threshold accepting (TA) has been used
instead. Then, a fuzzy rule based classifier takes over the
classification task with a reduced feature set. A combina-
torial optimisation problem is formulated to minimise the
number of rules in the classifier while guaranteeing high
classification power. A modified threshold accepting
algorithm proposed elsewhere by the authors (Ravi V,
Zimmermann H.-J. (2000) Eur J Oper Res 123: 16-28) has
been employed to solve this optimization problem. The
proposed methodology has been demonstrated for (1) the
wine classification problem having 13 features and (2) the
Wisconsin breast cancer determination problem having 9
features. On the basis of these examples the results seem to
be very interesting, as there is no reduction in the classi-
fication power in either of the problems, despite the fact
that some of the original features have been completely
eliminated from the study. On the contrary, the chosen
features in both the problems yielded 100% classification
power in some cases.
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Introduction

Among the many paradigmatic shifts witnessed in the
current century, fuzzy set theory enunciated by Zadeh
[28], appears impressive with its applications, making
inroads into as diverse fields as computer science, opera-
tions research, economics, medicine and all branches of
engineering and science during the past two decades.
Knowledge based systems are the earliest applications
which are predominantly based on fuzzy ‘if-then’ rules.
Most of these systems derive these fuzzy ‘if-then’ rules
from human experts [10]. In the literature, one comes
across several methods to generate these fuzzy ‘if-then’
rules directly from numerical data. Kosko [15] employed
neural networks to achieve this goal. Later, Ishibuchi et al.
[10], proposed a sound methodology to generate such
rules from numerical data and then they went ahead to
apply a genetic algorithm to determine a compact rule set
with a high classification power [11]. A software by name
“WINROSA” [27], which automatically generates fuzzy
‘if-then’ rules from numerical data using statistical meth-
ods, became available in the market. However, all the
aforementioned studies differ from that of [10, 11] in
several aspects.

Fuzzy logic and neural nets can be integrated in several
ways. To mention some of these, fuzzy logic can be in-
corporated into the nodes of a neural net [20]; neural nets
can used to estimate the membership function of a fuzzy
set [13]; using a neural network to learn certain parame-
ters of a fuzzy model such as using a self-organizing fea-
ture map to find fuzzy rules [21]; viewing a fuzzy model as
a special neural network and applying a learning algorithm
directly [19]. In the present paper, a novel way of com-
bining the two vital areas of soft computing viz., neural
nets and fuzzy logic is proposed. In the present hybrid,
neural nets are used only for the feature selection purpose
and fuzzy logic is used for ‘if-then’ rule based pattern
classification. Further, to train feedforward neural nets, a
new algorithm based on threshold accepting meta-
heuristic is proposed, which outperforms the traditional
backpropagation algorithm in both speed and quality.

Throughout this paper, the fuzzy partition of a pattern
space means its granularity. To generate fuzzy if-then rules
from numerical data one must (i) find the partition of a
pattern space into fuzzy subspaces and (ii) determine the
fuzzy if-then rule for each fuzzy partition [10, 11]. Using
those fuzzy if-then rules, either the training data or the test
data are classified, which is essentially the classification
phase. The performance of such a classifier depends very



much on the choice of a fuzzy partition. If a fuzzy partition
is too coarse, many patterns may be misclassified. On the
other hand, if it is too fine, many fuzzy if-then rules cannot
be generated due to the lack of training patterns in the
corresponding fuzzy subspaces. To obviate this difficulty
of choosing an appropriate partition, Ishibuchi et al. [10]
have proposed to consider simultaneously the fuzzy rules
corresponding to both coarse and fine partitions of a fuzzy
subspace. For example, in the distributed representation of
fuzzy if-then rules, the two-dimensional pattern space
gives rise to 90 (=2 + 3% + 4% + 5° + 6°) rules, assuming
that each feature dimension is divided into 6 partitions at
the most. In other words, 5 rule tables corresponding to all
the partitions are considered simultaneously.

This approach, however, suffers from a disadvantage
viz., the number of fuzzy if-then rules increases expo-
nentially for classification problems with high dimensional
pattern spaces [12] such as the wine classification problem
[8] where 13 feature variables exist. For example, if 5
partitions are used for each of the 13 feature variables, the
total number of rules would be 2'* + 3" + 4" + 5" To
overcome this problem, Ishibuchi et al. [12] have pro-
posed a method where the fuzzy if-then rules, with a small
number of antecedent conditions, are generated as can-
didate rules. We believe, however, that it is still not a
complete remedy because the method is not general and it
is not difficult to find problems where rules with a small
number of antecedent conditions are intractable. This
motivated us to develop other alternative methods, which
concentrate on feature selection or reduction of feature
space dimension by transforming it. Thus it is meaningful
to look for any unimportant variables (features) and re-
move them from the classification process. This results in
reduced computational time and memory requirement and
an easy-to-use classifier with a manageable number of
features. Thus, the feature selection is an essential com-
ponent of any classifier, especially in dealing with prob-
lems having a large number of features. Ravi and
Zimmermann [22] addressed this problem by resorting to
the use of a software plug-in to “DataEngine”, viz. “Fea-
tureSelector” [26]. They used it as a pre-processor to select
the most salient features from the original set of features
and then derived a compact set of fuzzy ‘if-then’ rules with
high classification power. In another study, Ravi et al. [23]
employed principal component analysis to reduce the
dimension of the feature space.

In the present paper, the authors propose the use of
neural networks as a pre-processor to take care of the
feature selection. A comparison between the present study
and the one in [22] is also carried out. However, such a
comparison with our earlier study based on principal
components analysis [23], is simply not meaningful be-
cause the principal components are nothing but linear
combinations of the original feature variables and hence,
they do not directly reflect the importance or otherwise of
the original variables. The remainder of the paper has been
structured as follows. Section 2 gives an overview of the
general feature selection algorithms and describes the
works related to neural networks as feature selecting tools.
Section 3 briefly presents the fuzzy rule based classifier
and the formulation of the multi-objective optimization

problem. Discussion of the numerical simulations is
presented in Sects. 4 and 5 concludes the paper.

2
Neural networks application to feature selection
As early as 1973, it was recognised that feature selection is
an integral component of classification tasks. Kittler and
Young [14] while reviewing the then existing feature
selection procedures, proposed a new feature selection al-
gorithm based on Karhunen-Loeve expansion. Then Chang
[5] applied dynamic programming to this problem. The
most recent work is that of Bradley et al. [4] who proposed
a linear programming formulation of the feature selection
problem. All these methods are based on either statistical
principles or mathematical programming techniques.
Among the neural networks based methods for feature
selection the most relevant work is that of Bastian and
Gasos [2], who present a recursive identification algorithm
to determine the decisive input variables by employing the
generalization ability of neural networks. Since this method
is recursive in nature and requires several networks to be
trained and tested, it is extremely time consuming.
However, the work of Garson [9] requires only one
neural network to be trained and tested in determining the
important feature variables in classification tasks. Nath
et al. [18] conducted numerical simulations to conclude
that the method of Garson’s method [9] is promising,
which depends essentially on the well-known backpropa-
gation algorithm to train the network. However, it is now
well-known that the backpropagation algorithm, notwith-
standing its immense popularity, takes enormously long
time to converge. The second disadvantage of the back-
propagation algorithm is that it cannot obtain the global
“minimum” of the error surface and thus, can get en-
trapped in a local minimum, as the weights are updated via
the steepest descent method. To overcome the second
disadvantage, Dorsey et al. [6] and Sexton et al. [24]
proposed a genetic algorithm and Sexton et al. [25] pro-
posed tabu search method to train the feedforward neural
networks. In this paper, another global optimization meta-
heuristic viz., threshold accepting [7], which overcomes
both the disadvantages, is proposed to train the neural
network. Since it is not the central theme of the paper, a
comparison of this method with the backpropagation
algorithm will be reported elsewhere.

Basic concepts of neural networks

Neural networks are biologically inspired, massively par-
allel computational structures that appear to solve almost
all problems in function approximation, pattern classifi-
cation etc. Their characteristic properties which make them
mimic the human brain are (i) learning from experience
(examples) (ii) generalization (iii) abstraction and (iv) fault
tolerance. Neural networks can usually be trained in two
distinct ways: supervised and unsupervised. Since super-
vised training is used in this paper, the aspect of unsu-
pervised training shall not be discussed any more in this
paper. The most popular method of supervised training of
neural networks is the backpropagation algorithm for a
standard neural network architecture of one input layer,
one hidden layer and one output layer [2, 6, 9, 18].
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An overview of Garson’s method

Garson [9] proposed a simple but powerful feature selec-
tion method based on the connection weights of the neural
network. He starts by arguing that the black-box image of
the neural networks is quite misleading, as the connection
weights obtained after training the neural network contain
more information than normally expected. The weights
along the paths from input layer to the output layer in-
dicate the relative importance of the input nodes (i.e. input
variables). That is, the weights can be used to partition the
sum effects on the output layer, using the step-by-step
method described below. Thus, the hidden-to-output
connection weights of each hidden node are partitioned
into components associated with each input node. It is to
be noted that the weights related to bias node are not used
in this procedure, as the structure of the backpropagation
algorithm does not allow this. Hence, it is assumed that the
partitions of the connection weights other than the bias
node reasonably estimate the partition related to the
weights of bias node. Nath et al. [18] compared this
method with the traditional stepwise variable selection
rule in Fisher’s linear discriminant analysis. Garson’s
method and then its use by Nath et al. [18] is restricted to
only two-group classification problems, however. In this
paper, we further extend it to multi-group classification
problems. We modified the Garson’s method by replacing
the backpropagation algorithm with a threshold accepting
based algorithm. We introduced another variation in the
present implementation of Garson’s method, which en-
forces attainment of 90% classification rate in the testing
phase of the neural net, before actually proceeding ahead
with partitioning the connection weights. This enforce-
ment is assumed to ensure better assessment of all the
features. This kind of stipulation was not mentioned either
in the original algorithm of Garson or its implementation
by Nath et al. [18].

Following the notation of Nath et al. [18], Garson’s
method is described as follows. Consider a neural network
with p nodes in the input layer, & nodes in the hidden layer
and one node in the output layer. Let w;;, i =1,2,...,p
and j = 1,2,...,h denote the weight of the connection
from the ith input node to the jth hidden node. Also, let
wk, k =1,2,...,h be the weight of the connection from
the kth hidden node to the sole output node. It is impor-
tant to note that in the following procedure, the optimal
connection weights i.e. weights obtained at the end of
training phase using threshold accepting algorithm, are
used to select the most important input variables (fea-
tures). Garson’s method divides the hidden-to-output
node connection weights of each hidden node into parti-
tions associated with each input node. The adjusted weight
of each input node, obtained as a result of these partitions,
acts as an indicator of its importance or ratings in
percentage terms.

Step-by-step procedure of Garson to obtain
the ratings of the input variables

(i) The absolute value of each hidden-to-output connec-
tion weight wy, k = 1,2,..., his incorporated into the
input-to-hidden node weights w;; to yield partitions

wj; using the following expression

[
W]_S_]

where | o | represents the absolute value and

Sj = 21;:1 ‘w,]| Hence, for each hidden node, the sum
of wj; over all input nodes is exactly equal to the ab-
solute value of the hidden-to-output node weight wy.

(ii) For each input node, the adjusted weights w;; are
summed over all the hidden nodes and converted into
a percentage of the total for all input nodes. This
percentage value, serves as a rating of the feature
represented by the input node.

|lwk|; i=1,2,...,pand j=1,2,...,h

3

A dassifier with fuzzy if-then rules

Once the ratings of the input features (variables) are ob-
tained, the most important features are chosen from the
original set of features depending on their importance. In
the feature selection phase, the parameters of the threshold
accepting algorithm, which is used to train the neural
network, are adjusted such that more than 90% classifi-
cation rate is yielded by the neural network on the test
data, for each of the problems studied in the paper. This,
in the opinion of the authors, ensures accurate and ap-
propriate rating for all the features. This is done primarily
because some of the original features are going to be
dropped from the subsequent part of the study after as-
sessing their relative importance. At this stage, the fuzzy
rule based classifier, described briefly below, is invoked
with the reduced feature set.

Following the notation of [10, 11], let the pattern space
be two-dimensional (i.e. there are two features in the
feature space) and given by the unit square [0, 1] x [0, 1].
Suppose that X, = (xp1,%p2), p = 1,2,...,m are given as
training patterns from M classes (where M < m): Class 1
(C1), Class 2 (C2), ..., Class M (CM). The problem is to
generate fuzzy if-then rules that divide the pattern space
into M crisp classes. For more details of the extension to
the case of higher dimensions, the reader is referred to
[11]. Let each axis of the pattern space be partitioned into
K fuzzy subsets {AX, AKX .. .. AK}, where AX is the ith
fuzzy subset and the superscript K indicates the number of
fuzzy subsets on each axis. Thus, K denotes the grid size of
a fuzzy partition. A symmetric triangular membership
function in the unit interval [0, 1] is used for Af R
i=1... K [10, 11, 22]. For problems involving M classes
and 2 features, a fuzzy if-then rule corresponding to K*
fuzzy subspaces has the following structure.

Rule Rf-j: If xp; is Af and x,, is AJK

then X, belongs to Class ij< ,
i=1,2,.,Kandj=1,2,..,K . (1)

where RK is the label of the fuzzy if-then rule, CK is the
consequent (i.e. one of the M classes). CK in Eq.’(1) is
determined by the procedures, which can be found in
detail in [10, 11]. These procedures (i) generate the fuzzy
if-then rules and (ii) classify the new patterns. These
procedures are slightly modified by the authors in [22]. Let
SK be the set of generated K* fuzzy if-then rules given by
{R li=1,2,...,K;j=1,2,...,K}. Let the set of all



fuzzy if-then rules corresponding to K =2,3,...,L par-
titions be Sary given by

SaL =S USU...... u st
:{R§|i:1,2,...,1<;
j=1,2,...,Kand K =2,3,... L}

where L is an integer to be specified depending on the
classification problem. Let S be a subset of Say;.

The multi-objective combinatorial

optimization problem

As in [11, 22], the main objective is to find a compact rule
set S with very high classification power by employing a
combinatorial optimization algorithm. The two objectives
in the present problem are: (i) maximize the number of
correctly classified patterns and (ii) minimize the number
of fuzzy if-then rules. Accordingly, we have,

Maximize NCP(S) and Minimize |S|
Subject to § C SarL

where NCP(S) is the number of correctly classified pat-
terns by S and || is the number of fuzzy if-then rules in §.
This is further reformulated as a scalar optimization
problem below.

Maximize f(S)
= Wycp - NCP(S) — Ws - |S| subject to S C Sarr

(2)
Since the classificatory power of the system is more im-
portant than its compactness [10, 11, 22], the weights have
been specified as Wiycp = 10.0 and Wy = 1.0 in Eq. (2) as
suggested in [11]. For the details regarding the coding of
the rules to be used in the optimization module, the reader
is referred to [22]. We employ a meta-heuristic viz., mod-
ified threshold accepting algorithm [22] to solve the com-
binatorial optimization problem just described in Eq. (2).

4

Numerical simulations and results

The first illustrative example solved using the methodol-
ogy presented here, is the well-known wine classification
problem for which the data are freely available in the In-
ternet [8]. It has 13 features (attributes) which classify 178
patterns into three types of wines. The second numerical
example concerns the determination of the breast cancer
in humans from Wisconsin University hospital in Madi-
son, USA. This is also freely available in the Internet
(“Wisconsin Breast Cancer Database”. 1992. Available via
anonymous ftp from ics.uci.edu in directory/pub/ma-
chine-learning-databases/Wisconsin-breast-cancer). This
problem has 9 features or attributes, which determine
whether a patient is benign or malign. There are 683
samples or patterns. This data has been used in the past by
Aeberhard et al. [1]; Mangasarian et al. [16, 17] and
Bennet and Mangasarian [3]. To implement the model, a
software, in ANSI C, is developed by the authors on a
Pentium 100 MHz machine under Windows 95 platform
using the MS-Visual C++ 5.0 compiler.

The results of the feature selection phase, which uses
neural networks, are as follows. As regards the wine clas-
sification problem, 118 patterns were chosen for training
the network and the rest 60 for testing. The TA based
training proposed in this paper, yielded 90% classification
in this case and the most important features selected by
the authors following Garson’s method are: Feature no. 13
(13.745%); Feature no. 6 (11.393%); Feature no. 7
(11.245%); Feature no. 3 (10.965%); Feature no. 2
(10.907%). These are treated as the new set of features and
the classifier is invoked. As far as the Wisconsin breast
cancer problem is concerned, the TA based training pro-
duced 99% classification when working with 483 training
patterns and 200 testing patterns. The most important
features chosen by the authors following the method of
Garson are: Feature no. 9 (16.685%); Feature no. 7
(13.912%); Feature no. 3 (13.272%); Feature no. 6
(12.914%). In the next phase, this reduced feature set is fed
to the classifier. For the sake of convenience, these features
are renumbered from 1 to 5 in Table 5 and 1 to 4 Table 6
respectively.

In the classification phase using fuzzy rule bases, the
algorithm is tested in two ways: (i) using the training data
itself as the test data (ii) using the leave-one-out tech-
nique in the testing phase. The latter method is prefera-
ble, as there is the danger of over-fitting in the former
method. In each of these methods, all the feature spaces
have been divided into a maximum of 5 partitions for
both the examples. This is done in order to keep the
computational complexity to a reasonable level, as we
work with 5 features in example 1 and 4 features in
example 2. The earlier study of Ravi and Zimmermann
[22] via “FeatureSelector” used 5 features for the wine
classification problem (example 1) and 3 features for the
Wisconsin breast cancer problem (example 2). Thus the
present study as well as that of [22] selected 5 features for
example 1 whereas in example 2, only 3 features were
selected in [22], but the present study selected 4 features.
Hence, the comparison of the present study with that of
Ravi and Zimmermann [22] would be meaningful, if we
compare only the results of example 1 and not those of
example 2. In Tables 1 and 2, the results of the present
study are presented in bold-faced numerals, whereas
those of [22] are presented without bold face numerals.
Further, the study has been conducted for 5 cases each
corresponding to different aggregator viz. (1) product
operator (2) ‘min’ operator (3) y - operator (compensa-
tory ‘and’) (4) ‘fuzzy and’ and (5) a convex combination
of min and max operators. Thus in the Tables 1 to 4,
cases (1) to (5) represent the type of aggregator used in
the above order.

Results of the wine classification problem (see Table 1)
indicate that the product operator performed consistently
well and gave the best solution of 98.88% classification
with 21 rules when 5 partitions were considered. The y -
operator (with y = 0.00001) came closely behind giving
98.31% classification with 22 rules in the case of 5 parti-
tions. When 4 partitions were considered, the product
operator yielded 98.88% classification with 24 rules and
the y - operator (with y = 0.00001) resulted in 98.88%
classification with 25 rules.
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Table 1. Results of Example 1

(training data used as test Case 1 2 3 4 3
data) No. CP. s cP. || CP. S| CP. s cp. S|
Partitions
5 98.88 21 98.31 30 98.31 22 96.63 42 96.63 42
100 14 99.44 13 100 16 98.88 65 98.88 42
4 98.88 24 97.75 22 98.88 25 95.51 15 97.19 21
98.88 13 98.88 13 98.88 13 100 11 98.31 15
3 95.51 15 95.51 18 95.51 16 94.94 16 95.51 16
98.88 15 97.75 12 98.88 15 95.51 12 97.75 12
C.P: Classification power
Table 2. Results of Example 1
(leave-one-out technique) Case 1 2 3 4 5
No. cp. Is] cp. |si cp. |s| cP. |s  cp. s
Partitions
5 98.88 6.88 100 6.95 98.88 6.88 98.88 23.16 91.57 21.52
100 4.71 100 4.71 100 4.71 100 54.3 95.51 52.2
4 100 3 99.44 298 100 3 99.44 298 99.44 2.98
100 3 93.26 2.8 93.26 2.8 100 2.96  96.63 2.89
3 99.44 3.24 98.88 3.24 99.44 3.26 98.88 3.29 98.88 3.29
99.44 3 99.44 3.36 93.26 3.2 98.88 3.03 98.88 3.31
Bold-faced numbers indicate present study
Table 3. Results of Example 2
(training data used as test Case 1 2 3 4 3
data) No. CP. s cp. sl cp. || CP. | CP. |[§
Partitions
5 97.66 15 96.63 15 97.66 16 97.8 13 97.07 15
4 97.36 13 96.34 16 96.19 10 97.36 13 96.19 7
3 96.34 13 96.05 15 95.9 13 96.93 8 95.9 7

The same example when studied with leave-one-out
technique (see Table 2), produced different results.
‘Product’ operator and y - operator (with y = 0.00001)
both provided the overall best solution with 100% classi-
fication with just 3 rules on average, when 4 partitions
were considered, whereas the min operator, fuzzy and
(with y = 0.999, where y is the weight defined in fuzzy and
operator) and the convex combination of min and max
operators (with y = 0.000001, where 7 is the weight defined
in the convex combination of min and max operators)
produced 99.44% classification with 2.98 rules on average.
In the case of 5 partitions, the min operator produced the
best solution of 100% classification with 6.95 rules on
average. In the case of 3 partitions, all operators yielded
high classification powers.

For the wine classification problem, the results of the
present study are compared with those of Ravi and Zim-
mermann [22]. When training data is used as test data, the
results of [22] outperformed those of the present study.
However, when the leave-one-out technique, which is
more authentic, is employed, the difference in both studies
is only marginal. In the case of 3 partitions, both the
approaches yielded almost similar solutions. In the case of

4 partitions, results of the present study outperformed
those of [22] in many cases. More important aspect is that
the best solution produced in the leave-one-out technique
is almost identical in both the studies (100% classification
with 3 rules on average). When 5 partitions were consid-
ered, results of [22] turned out to be superior to those of
the present study.

In the current study, the authors stopped the feature
selection phase, when 90% or more classification was ob-
tained in either of the problems. Hence, the authors feel
that by training the neural network to get more classifi-
cation power in the feature selection phase, would have a
positive impact on the final results in the classification
phase and would lead to better assessment of the features.
This can be achieved by suitably changing the parameters
of the TA algorithm and size of the neighbourhood.

Results of the Wisconsin breast cancer problem (see
Table 3) show that the fuzzy and operator (with y = 0.999,
where y is the weight used in defining fuzzy and operator)
yielded the best solution of the table, of 97.8% classifica-
tion power with 13 rules, when 5 partitions were consid-
ered. The product operator and the y - operator and (with
7 = 0.0000001) came closely behind with 97.66% classifi-



cation power with 15 and 16 rules respectively, whereas the
convex combination of min and max operators performed
slightly better than the min operator. The product and the
fuzzy and operators (with y = 0.999, where y is the weight
used in defining fuzzy and operator) gave rise to a maxi-
mum 97.36% classification power with 13 rules when 4
partitions were considered. The fuzzy and operator (with
7 = 0.000001, where 7 is the weight used in defining fuzzy
and operator) yielded a solution of 96.93% classification
power with 8 rules when 3 partitions were considered.
Thus the fuzzy and operator performed consistently well
for all the partitions.

When the leave-one-out technique was applied to the
same problem (see Table 4), the best solution of the table
viz. 100% classification power with just 3 rules on the
average, was achieved by the fuzzy and and the convex
combination of min and max when either 3 or 4 partitions
were considered, irrespective of whether the y value, used
in defining these operators is taken as 10~® or 0.999. The
next best solution of 100% classification power with 6.26
rules on the average was achieved by the convex combi-
nation of min and max operators (with y = 107°, where 7
is the weight used in defining this operator), when 5
partitions were considered. The product operator at best
produced 98.54% classification power and 2.96 rules on
the average; the min operator yielded at best 99.12%

classification power with just 2.97 rules on the average and
the 7 - operator (with y = 107°) produced at best 95.75%
classification power with 2.88 rules on the average. Thus
for this problem, the fuzzy and and the convex combina-
tion of min and max operators yielded consistently very
good solutions.

The optimal rule-base, for the wine classification
problem (case 1 with 5 partitions), obtained after solving
the combinatorial optimization problem in Eq. (2), is
presented in Table 5. Similarly, Table 6, presents the op-
timal rule-base for the Wisconsin breast cancer problem
(case 4, with 5 partitions). In both tables, the symbols
“low-2” and “high-2” indicate that the features are divided
into 2 fuzzy partitions. Thus, “low-2" is different from
“low-3”, “low-4” and “low-5 as they correspond to fuzzy
set “low” when the feature is divided into 3, 4 and 5
partitions respectively. Thus it would be confusing, if we
use just “low”, without mentioning the context (i.e. the
number of partitions used for the feature) in which it is
used. To avoid this confusion, the above kind of notation
is used in the paper.

Conclusions

This paper presents a novel neural network and fuzzy rule
based hybrid wherein, the neural network module is
especially used for feature selection in classification

Table 4. Results of Example 2

(leave-one-out technique) Case 1 2 3 4 5
No. cP. S| CP. | CP. S C.P. S|  CcP. s
Partitions
5 98.54 2.96 99.12 297  95.75 2.88 99.71 6.01 100 6.26
4 80.53 2.42 79.94 2.4 80.53 2.42 100 3 100 3
3 89.31 2.68 79.94 2.4 89.31 2.68 100 3 100 3
Average number of rules is presented here
Table 5. Rule Table for Wine
problem (Case 1 with 5 parti- Rule  Antecedents Consequent-
tions in Table 1) 0. Class Code
Feature 1 Feature 2 Feature 3 Feature 4 Feature 5
1 Low-2 Low-2 Low-2 High-2 Low-2 3
2 Low-2 Low-2 High-2 Low-2 Low-2 2
3 Low-2 Low-2 High-2 Low-2 High-2 2
4 Low-2 Low-2 High-2 High-2 Low-2 2
5 High-2 Low-2 Low-2 Low-2 High-2 3
6 High-2 High-2 High-2 Low-2 High-2 1
7 High-2 High-2 High-2 High-2 Low-2 1
8 Low-3 Medium-3 Medium-3 Medium-3 Low-3 2
9 Low-3 High-3 Medium-3 Medium-3 Low-3 2
10 Low-3 High-3 High-3 Low-3 Low-3 2
11 Medium-3 Medium-3 High-3 Low-3 Low-3 1
12 Very-low-4  Very-low-4  Low-4 Low-4 High-4 3
13 Low-4 High-4 Very-low-4  High-4 Low-4 3
14 Low-4 High-4 High-4 Very-low-4  High-4 2
15 Very-low-5  Medium-5 Low-5 High-5 Low-5 3
16 Low-5 Low-5 Low-5 High-5 Low-5 2
17 Low-5 High-5 High-5 Medium-5 High-5 1
18 Medium-5 Low-5 Low-5 High-5 Very-high-5 3
19 Medium-5 Medium-5 Very-low-5  Medium-5 Very-low-5 2
20 Medium-5 High-5 Very-high-5 High-5 Low-5 1
21 High-5 Low-5 Medium-5 Low-5 Low-5 1
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Table 6. Rules for Wisconsin

breast cancer problem (Case 4 ule Antecedents Consequent-
with 5 partitions in Table 3) Class Code
Feature 1 Feature 2 Feature 3 Feature 4
1 High-2 Low-2 High-2 Low-2 1
2 Low-3 Medium-3 Medium-3 High-3 2
3 Low-3 Medium-3 High-3 Low-3 1
4 Medium-3 Low-3 Medium-3 Medium-3 1
5 Very-low-4 Very-low-4 Very-low-4 Very-low-4 1
6 Low-4 Low-4 Very-low-4 High-4 1
7 Very-low-5 Low-5 Low-5 High-5 2
8 High-5 Medium-5 Very-high-5 Low-5 2
9 High-5 High-5 Very-high-5 Low-5 2
10 High-5 Very-high-5 Medium-5 Very-high-5 2
11 Very-high-5 Very-low-5 Very-low-5 Medium-5 1
12 Very-high-5 Low-5 High-5 Medium-5 2
13 Very-high-5 Medium-5 High-5 Low-5 2

problems involving a large number of dimensions.
Threshold accepting has been used for the first time to
train the neural network instead of the traditional and
more popular backpropagation algorithm, owing to the
latter’s disadvantages such as long training times and
getting trapped in local minima. The threshold accepting
proved to be very robust in obtaining the near global
optima for the connection weights of the neural network.
Low convergence time required by it is a remarkable
achievement of this study. The features selected by the
neural network are fed as the new set of features to the
modified fuzzy rule based classifier [22]. The chosen fea-
tures in both the examples resulted in a very high classi-
fication power of 100% in the leave-one-out technique with
a few rules in the case of some aggregators. Comparison of
the present results with those of a similar study (Ravi and
Zimmermann [22]) show that they outperform each other
in different cases, in the leave-one-out form of testing.
Hence, the authors conclude that the neural networks,
trained by a meta-heuristic such as threshold accepting
can be used as a useful alternative to other methods of
feature selection existing in literature, while solving clas-
sification problems with higher dimensional feature
spaces, because this method of training saves the longer
learning (training) times, normally associated with neural
networks trained with backpropagation algorithm.
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